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ABSTRACT1 

Article History Cancer is one of the leading causes of death, and breast cancer is the second leading cause of cancer 

death in women. One method to realize the level of malignancy of breast cancer from an early age is 

by classifying the cancer malignancy using data mining. One of the widely used data mining methods 

with a good level of accuracy is the Support Vector Machine (SVM) and K-Nearest Neighbors (KNN). 

Evaluation techniques of percentage split and cross-validation were used to evaluate and compare 

the SVM and KNN classification models. The result was that the accuracy level of the SVM 

classification method was better than the KNN classification method when using the cross-validation 

technique, which is 95,7081%. Meanwhile, the KNN classification method was better than the SVM 

classification method when using the percentage split technique, which is 95,4220%. From the 

comparison results, it can be seen that the KNN and SVM methods work well in the classification of 

breast cancer. 
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1. Introduction 

Cancer is a tumor that can invade tissues and spread to other organs. Cancer is the leading cause of death, with 

nearly 8 million deaths identified as malignant in 2008 and a projected 11 million cancer-related deaths by 2030 [1]. 

Breast cancer is the second leading cause of cancer death among women[2]. Over the last 5-year period (2012-2016), 

the incidence rate of breast cancer increased slightly by 0.3% per year, largely due to increasing rates of local staging 

and hormone receptor-positive disease [3]. Until now, one of the most common treatment methods is surgery and, if 

necessary, chemotherapy or radiation. However, this treatment will not significantly impact if cancer has reached an 

advanced stage. One way that can be done so that breast cancer can be detected early is early detection with information 

technology to facilitate the process of early detection of breast cancer in the community. One of the technologies used 

to facilitate the public in the health sector is data mining. With the advent of the information age, data mining is 

increasingly being used in clinical practice [4]. Data mining is the process of analyzing usable information and extracting 

big data from the data warehouse, which involves various patterns, intelligent methods, algorithms, and tools [5]. 

One of the data mining techniques that was used is classification. The purpose of classification is to accurately 

predict the target class for each case in the data [6]. The classification system can help increase the accuracy and 

reliability of the diagnosis, minimize the possibility of errors, and make the diagnosis more time-efficient [7]. One of 

the classification methods used in this research is the Support Vector Machine (SVM) and K-Nearest Neighbors (KNN). 

A radial basis function (RBF) kernel was used in the SVM classification model. The Euclidean function was used in the 

KNN classification model to calculate the distance to the nearest data. Then, the nearest neighbors were taken, as many 

as 3. SVM is one of the popular classification methods. SVM classifications include Huang et al. [8] adopting a fruit fly 

optimization (FO) algorithm which is enhanced by a levy flight (LF) strategy and building an LF and FO-based SVM 

(LFFO-SVM), then getting an accuracy of 93.83%, recall 91.22 %, and specificity 96.53%. Aroef et al. [9] compared 

the SVM classification method and the random forest classification method for breast cancer classification, obtaining 

an accuracy of 95.45% for the SVM classification method and an accuracy of 90.90% for the random forest classification 

method. Liu et al. [10] also used the SVM classification method and used the Radial Basis Function (RBF) kernel 

function for breast cancer classification and got an accuracy of 96.58 for the Wisconsin Breast Cancer (WBC) dataset, 

an accuracy of 95.91% for the Wisconsin Diagnostic Breast Cancer dataset (WDBC).  

Another popular classification method is KNN. The KNN algorithm is a non-parametric method that can manage 

classification and regression problems as one of the simplest machine learning algorithms [11], [12]. Several studies 

using the KNN classification method, including Rajaguru & Sannasi Chakravarthy [13], compared the KNN algorithm 

and decision tree algorithm for breast cancer classification. The result was that the accuracy of the KNN algorithm is 

higher than the decision tree algorithm, which is 95.61%. In comparison, the accuracy of the decision tree algorithm is 

91.23%. Eyupoglu [14] used 2-fold, 5-fold, and 10-fold cross-validation to test the accuracy of the KNN algorithm for 

breast cancer classification. As a result, he got an average accuracy rate of 97%. Mushtaq et al. [15] compared the 

accuracy of 3 functions used in the KNN algorithm: Euclidean, Manhattan, and Cosine. The result is that the KNN 

classification method using the Manhattan function gets the highest accuracy rate, 99.42%. Then, the Euclidean function 

gets an accuracy rate of 98.85%, while the Cosine function gets the lowest accuracy rate, 94.86%. In this study, a 

comparison of the level of accuracy between the classification method using SVM and KNN was carried out for the 

classification of breast cancer. 

 

 

2. Research Methods 

In this study, the Support Vector Machines (SVM) and K-Nearest Neighbors (KNN) algorithms were used for 

breast cancer classification. The system schema is made as follows:  
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Figure 1. General schema of the classification process 

 
Based on Figure 1, there are 6 processes must be carried out for breast cancer classification, namely, normalizing 

the data to become uniform. Then for testing the SVM and KNN classification methods, a percentage split of 80% was 

carried out for training data. The remaining 20% was for testing data. For testing using the cross-validation technique, 

10-fold cross-validation was used for each SVM and KNN classification method. 

 

2.1 Description of data 

This dataset was obtained from research conducted by doctors from the United States. This study was conducted in 1995. The 
data obtained were 699 from the site https://www.openml.org/search?type=data&sort=runs&id=15. In the Class attribute, a 
classification attribute, the benign variable representing benign tumors is 458 data. In comparison, the malignant variable representing 
malignant tumors is 241 data. This dataset contains nine attributes, namely Clump_Thickness, Cell_Size_Uniformity, 
Cell_Shape_Uniformity Marginal_Adhesion, Single_Epi_Cell_Size, Bland_Chromatin, Normal_Nucleoli, Mitoses, and Class. 
 

 
Figure 2. Visualization of each data variable 
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In Figure 2, the horizontal numbers from 1-10 in each attribute histogram show the variables in each attribute. Then, the 
vertical numbers in each histogram indicate the amount of data. The following Table 1 explains the description for each 
attribute: 

. 

Table 1. Attribute description 

Attribute Description 

Clump_Thickness  Estimating whether it is single-celled or multilayered 

Cell_Size_Uniformity Consistency in cell size 

Cell_Shape_Uniformity 
Estimation of cell shape quality and identification of cell edge 

differences 

Marginal_Adhesion The number of epithelial cells that tend to stick together 

Single_Epi_Cell_Size Determine whether the epithelial cells are significantly enlarged 

Bland_Chromatin 
The value of the uniformity of the nucleus texture is in the fine or 

coarse range 

Normal_Nucleoli Define small and invisible or large visible ucleolus 

Mitoses Describe the level of reproductive activity 

Class Determine the type of cancer 

  Source: https://www.openml.org/search?type=data&sort=runs&id=15. 

 

In this study, we scaled the data to suit the model training. Therefore, a normalization process was carried out. 

Normalization is an operation on raw data that rescales or transforms it so that each feature has a uniform contribution 

[16]. There are many ways to carry out the normalization process, one of which is the min-max normalization technique. 

Min-max normalization is usually used to train machine learning models because it scales back values to a range between 

0 and 1 while maintaining the characteristics of the data [17]. Researchers have used the normalization technique to 

improve classification performance in various application areas [16]. The equation used to perform the min-max 

normalization technique is (1): 

𝑋𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =
𝑋𝑜𝑙𝑑−𝑋𝑚𝑖𝑛𝑖𝑚𝑢𝑚

𝑋𝑚𝑎𝑥𝑖𝑚𝑢𝑚−𝑋𝑚𝑖𝑛𝑖𝑚𝑢𝑚
  (1) 

 
2.2 Implementation of the Support Vector Machine (SVM) algorithm 

The SVM concept can be explained simply as an effort to find the best hyperplane that functions as a separator 

of two classes. Available data were denoted as 𝑥𝑖  ∈ 𝑅𝑑 then each label was denoted by 𝑦𝑖  ∈ {−1,+1} for 𝑖 = 1,2, … , 𝑙 
where 𝑙 is the number of data. It is assumed that there were two classes, namely positive sample (+1) and negative 

sample (-1) can be separated completely by a d-dimensional hyperplane, which is defined in the equation below (2): 

𝑤𝑖⃗⃗⃗⃗ . 𝑥𝑖⃗⃗⃗  + 𝑏 = 0      (2) 

Pattern i which includes classes -1 and +1 (negative sample) can be formulated as a pattern that satisfies inequality (3): 

𝑤𝑖⃗⃗⃗⃗ . 𝑥𝑖⃗⃗⃗  + 𝑏 ≤ −1      (3) 

while pattern i which belongs to class +1 (positive sample) satisfies inequality (4): 

𝑤𝑖⃗⃗⃗⃗ . 𝑥𝑖⃗⃗⃗  + 𝑏 ≥ +1      (4) 

Where 𝑤𝑖⃗⃗⃗⃗  is a vector, which is normal for the hyperplane. The perpendicular distance from the hyperplane to the origin 

is given by 
𝑏

‖�⃗⃗� ‖
 where ‖�⃗⃗� ‖ is the Euclidean norm of the vector 𝑤𝑖⃗⃗⃗⃗  (3) and (4) can be combined as (5) [18]: 

𝑦𝑖(�⃗⃗� . 𝑥𝑖⃗⃗⃗  + 𝑏) ≥ 1     (5) 

Furthermore, this hyperplane was the decision function for the classification problem of the two classes above (6): 

𝑓(𝜙(𝑥)) = 𝑠𝑖𝑔𝑛(𝑤. 𝜙(𝑥)) + 𝑏    (6) 

𝑓(𝜙(𝑥)) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑦𝑖𝜙(𝑥𝑖)
𝑇 . 𝜙(𝑥) + 𝑏𝑛

𝑖=1 )  (7) 

The formula used to calculate the prediction results with a single hyperplane and according to b and w to be obtained is 

defined in equations (3) and (4) as follows (8): 

𝐾(𝑥, 𝑥𝑖) = ∅(𝑥). ∅(𝑥𝑖)     (8) 

Next, the width of the margin y or the distance from 𝑥+ (data located in class y = +1) to hyperplane or distance from 𝑥− 

(data located in class y = -1) to hyperplane was found by maximizing ||𝑤|| with the conditions defined in equations (9) 

and (10) as follows: 

https://www.openml.org/search?type=data&sort=runs&id=15
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𝑤 = ∑ 𝛼𝑖𝑦𝑖𝐾(𝑥, 𝑥𝑖)
𝑛
𝑖=1      (9) 

𝑏 = −
1

2
(𝑤. 𝑥+ + 𝑤. 𝑥−)     (10) 

 

With obstacles 𝑦𝑖(< 𝑤, 𝑥𝑖 > +𝑏 ≥ 1), 𝑖 = 1,2, … 𝑛 is a hyperplane with maximum margin. The equation used to find 

the alpha value is defined in equation (11) below: 

 

𝛼1 = 𝛼2 = ⋯ = 𝛼𝑛 =
𝑛

∑𝐾(𝑛∗𝑛)
    (11) 

 

2.3 Application of the K-Nearest Neighbors (KNN) Algorithm 

In 1968 Cover and Hart [11] proposed the K-Nearest Neighbor (KNN) algorithm, which was completed later. 

KNN is the procedure of choice in many scenarios, especially when the underlying model is complex due to its simplicity 

and flexibility [19]. Here is a visualization of how the simple KNN algorithm works: 

 

 

Figure 3. Visualization of how K-Nearest Neighbor works 

 

In Figure 1, it can be seen that the red circle is a test sample that has not been classified or has no label. The other 

colored circles were test samples that have been classified or have a label. The KNN algorithm classifies unlabeled test 

samples based on the most similar samples between the KNNs closest to the test sample. A certain distance measure 

determines the distance between the test sample and each training data sample [20]. One of the distance functions that 

was used in this study was the Euclidean distance. Paredes et al. [21] analyzed 5 distance functions, namely euclidean 

distance, manhattan distance, canberra distance, chebychev distance, and minkowsky distance, based on an instance-

based learning algorithm using the 1-nearest neighbor classification method and incremental hypersphere. They 

concluded that the euclidean distance function and the manhattan distance significantly yielded good results in various 

problems. The following is the Euclidean distance equation that was used in this study (12): 

 

√(𝑥1 − 𝑦1)
2 + (𝑥2 − 𝑦2)

2 + (𝑥𝑛 − 𝑦𝑛)
2 = √∑ (𝑥𝑎 − 𝑦𝑎)

2𝑛
𝑖=1   (12) 

Where 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛) and 𝑎 = (𝑎1, 𝑎2, … , 𝑎𝑛) are an attribute vector used for breast cancer classification. In this 

study, the nearest neighbor was taken as much as 3. 

 

2.4 Result Evaluation 

Evaluation of the results was carried out with two techniques, namely cross-validation and percentage split. The 

cross-validation technique works by alternating the data that would become training data and testing data. The 

percentage split works by dividing the data used for training and the data used for testing. A confusion matrix was used 

to calculate the results of the two methods. A confusion matrix is a matrix that displays a visualization of the performance 

of the classification algorithm using the data in the matrix, then compares the predicted classification against the actual 

classification in the form of False Positive (FP), True Positive (TP), False Negative (FN), and True Negative (TN) of 

information. The confusion matrix is represented by a matrix in which each row represents an example in the predicted 

class. In contrast, each column represents the actual class [22]. The confusion matrix for the two-class classification 

system is as follows: 

Table 2. Confusion Matrix 

Class Positive Negative 

Positive  TP (True Positive) FN (False Negative) 

Negative FP (False Postive) TN (True Negative) 

Unlabeled data 
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When the result is in the TP column, the result is true and is identified as positive. When the result is in the FP column, 

the result is false and identified as positive. When the result is in the FN column, the result is false and is identified as 

negative. When the result is in the TN column, the result is true and is identified as negative. 

Accuracy (13) or error rate is the number of correct predictions made by the model through the collection of data. 

Accuracy is usually calculated using independent tests which are not always used in the learning process. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
  (13) 

Precision is the ratio of positive correct predictions to overall positive predicted outcomes (14): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
  (14) 

Recall is the ratio of true positive predictions compared to all true positive data (15): 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
  (15) 

F1-score is a confusion matrix that takes into account the ratio of precision and recall defined as follows (16): 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2
𝑝𝑟𝑒𝑠𝑖𝑠𝑖 𝑋 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑠𝑖𝑠𝑖+𝑟𝑒𝑐𝑎𝑙𝑙
  (16) 

 

 

3. RESULTS AND DISCUSSION 

This study used Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) for classifying malignant and 

benign breast cancer patients. The dataset used in this study amounted to 699 data. This dataset contained nine attributes, 

namely Clump_Thickness, Cell_Size_Uniformity, Cell_Shape_Uniformity, Marginal_Adhesion, 

Single_Epi_Cell_Size, Bland_Chromatin, Normal_Nucleoli, Mitoses, and Class. In the Class attribute, a classification 

attribute, the benign variable representing benign tumors is 458 data. In comparison, the malignant variable representing 

malignant tumors is 241 data. The evaluation technique is a percentage split of 80% for training data and the remaining 

20% for testing data on both classification methods, namely SVM and KNN. The second evaluation technique used was 

cross-validation. 10-fold cross-validation was used for each SVM and KNN classification method. 

 
3.1. Classification results using the Support Vector Machine (SVM) 

The results of the evaluation using the percentage split technique, the breast cancer classification method using 

SVM, was shown in Table 3, below: 

 

Table 3. Percentage split results for Support Vector Machine (SVM) 
 Benign Malignant Total 

Positive  95 4 99 

Malignant 0 41 41 

Total 95 45 140 

 

The value of precision, recall, and f1-score used the percentage split technique for the SVM classification method as 

shown in Table 4, below: 

 

Table 4. Values of precision, recall, and f1-score for SVM using the percentage split technique 
 Precision Recall F1-score 

Benign  100% 96% 98% 

Malignant 91% 100% 95% 

 

Based on the results of the evaluation using a percentage split, the accuracy rate for the SVM classification method was 

97,1428%. The results of the evaluation used the cross validation technique, the breast cancer classification method 

using SVM as shown in Table 5, below: 

 

 

 

 

 



Pattimura Int. J. Math (PIJMath), vol. 1, iss.1, pp 33-42, May 2022     39 

 

 

Table 5. Cross validation results for Support Vector Machine (SVM) 
 Benign Malignant Total 

Benign  438 20 458 

Malignant 10 231 241 

Total 448 251 699 

 
The value of precision, recall, and f1-score using the cross validation technique for the SVM classification method was 

shown in Table 6, below: 

 

Table 6. Precision values, recall, and f1-score for SVM using cross validation technique 
 Precision Recall F1-score 

Benign  98% 96% 97% 

Malignant 92% 96% 94% 

 

Based on the results of the evaluation using cross validation, the accuracy rate for the SVM classification 

method was 95,7081%. It can be concluded that the percentage split evaluation technique provides a higher level of 

accuracy than the cross validation evaluation technique for the Support Vector Machine (SVM) classification method, 

which is 97.1428%. 

 
3.2. Classification results using K-Nearest Neighbor (KNN) 

The results of the evaluation using the percentage split technique, the method of classifying breast cancer using 

SVM were shown in Table 7, below: 

 

Table 7. The results of the percentage split for K-Nearest Neighbor (KNN) 
 Benign Malignant Total 

Benign  97 2 99 

Malignant 1 40 41 

Total 98 42 140 

 

The values of precision, recall, and f1-score using the percentage split technique for the KNN classification 

method were shown in Table 8, below: 

 

Table 8. The values of precision, recall, and f1-score for KNN using the percentage split technique 
 Precision Recall F1-score 

Benign  99% 98% 98% 

Malignant 95% 98% 96% 

 

Based on the results of the evaluation using a percentage split, the accuracy rate for the KNN classification method 

was 97.8571%. The results of the evaluation using the cross validation technique, the breast cancer classification method 

using KNN were shown in Table 9, below: 

 

Table 9. Cross validation results for K-Nearest Neighbor (KNN) 
 Benign Malignant Total 

Benign  443 15 458 

Malignant 17 224 241 

Total 460 239 699 

 

The values of precision, recall, and f1-score using the cross validation technique for the SVM classification 

method were shown in Table 10, below: 
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Table 10. The values of precision, recall, and f1-score for KNN using cross validation technique 
 Precision Recall F1-score 

Benign  96% 97% 97% 

Malignant 94% 93% 93% 

 

Based on the evaluation results using cross-validation, the accuracy rate for the SVM classification method 

was 95.4220%. Therefore, the percentage split evaluation technique provides a higher level of accuracy than the 

cross-validation evaluation technique for the Support Vector Machine (SVM) classification method, which is 

97.1428%. 

 

 

4. Conclusions 

 Based on the comparison of the results between 2 methods and 2 training techniques, namely cross-validation 

and percentage split, it can be concluded that the Support Vector Machine (SVM) and KNN classification models work 

well in the classification of breast cancer. The performance results show that SVM gets a better accuracy, 95,7081% 

when using the cross-validation evaluation technique. The K-Nearest Neighbor (KNN) classification model gets a better 

accuracy rate than the Support Vector Machine (SVM), which is 97.8571% when using the percentage split evaluation 

technique. Both methods' precision, recall, and F1-score performance measures are above 90%. It shows that the SVM 

and KNN methods are strong and excellent in the classification of breast cancer. 
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